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Abstract
Background  Vision transformer-based methods are advancing the field of medical artificial intelligence and cancer 
imaging, including lung cancer applications. Recently, many researchers have developed vision transformer-based AI 
methods for lung cancer diagnosis and prognosis.

Objective  This scoping review aims to identify the recent developments on vision transformer-based AI methods 
for lung cancer imaging applications. It provides key insights into how vision transformers complemented the 
performance of AI and deep learning methods for lung cancer. Furthermore, the review also identifies the datasets 
that contributed to advancing the field.

Methods  In this review, we searched Pubmed, Scopus, IEEEXplore, and Google Scholar online databases. The search 
terms included intervention terms (vision transformers) and the task (i.e., lung cancer, adenocarcinoma, etc.). Two 
reviewers independently screened the title and abstract to select relevant studies and performed the data extraction. 
A third reviewer was consulted to validate the inclusion and exclusion. Finally, the narrative approach was used to 
synthesize the data.

Results  Of the 314 retrieved studies, this review included 34 studies published from 2020 to 2022. The most 
commonly addressed task in these studies was the classification of lung cancer types, such as lung squamous 
cell carcinoma versus lung adenocarcinoma, and identifying benign versus malignant pulmonary nodules. Other 
applications included survival prediction of lung cancer patients and segmentation of lungs. The studies lacked clear 
strategies for clinical transformation. SWIN transformer was a popular choice of the researchers; however, many other 
architectures were also reported where vision transformer was combined with convolutional neural networks or UNet 
model. Researchers have used the publicly available lung cancer datasets of the lung imaging database consortium 
and the cancer genome atlas. One study used a cluster of 48 GPUs, while other studies used one, two, or four GPUs.

Conclusion  It can be concluded that vision transformer-based models are increasingly in popularity for developing 
AI methods for lung cancer applications. However, their computational complexity and clinical relevance are 
important factors to be considered for future research work. This review provides valuable insights for researchers in 

Improving diagnosis and prognosis of lung 
cancer using vision transformers: a scoping 
review
Hazrat Ali1*, Farida Mohsen1 and Zubair Shah1*

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/publicdomain/zero/1.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s12880-023-01098-z&domain=pdf&date_stamp=2023-9-14


Page 2 of 13Ali et al. BMC Medical Imaging          (2023) 23:129 

Introduction
Lung cancer is a highly prevalent and fatal form of can-
cer globally [1, 2]. Over the last few decades, medical 
imaging techniques have played an increasingly vital 
role in diagnosing, prognosis, survival prediction, and 
early detection of lung cancer, eventually aiding in effec-
tive cure and prevention. Such techniques make use 
of lung computed tomography (CT), X-rays, positron 
emission tomography (PET), and magnetic resonance 
imaging (MRI). Traditionally, medical images in clini-
cal work have been interpreted and analyzed by trained 
radiologists who use their expertise and experience to 
make accurate diagnoses. However, the manual interpre-
tation of medical images can be time-consuming, prone 
to human error, and affected by intra-observer as well as 
inter-observer variability.

Artificial intelligence (AI) methods, particularly deep 
learning models, have played a vital role in automating 
image processing in the past few years and have been 
gaining increasing attention in medical imaging [3, 4]. 
AI methods dominated by convolutional neural net-
works (CNNs) [5, 6] have revolutionized the realm of 
medical imaging with their capability of learning com-
plex representations enabling the automated diagno-
sis of diseases and the detection of abnormalities. They 
have demonstrated remarkable improvements in various 
medical imaging applications and modalities, including 
MRI [7, 8], CT [9], endoscopy [10], and radiography [11, 
12], to name a few. However, the advent of transformers 
apprised researchers of CNNs’ major drawback, i.e., the 
inability to capture long-range dependencies such as the 
extraction of contextual information and the non-local 
correlation of objects.

Recently, Dosovitskiy et al. [13] sought to apply the suc-
cess of transformers in natural language processing to 
image processing. They developed a vision transformer 
to capture long-term dependencies within an image by 
treating image classification as a sequence prediction 
task for a series of image patches. On several benchmark 
datasets, the vision transformer and its derived instances 
demonstrated state-of-the-art (SOTA) performance 
and gained popularity in several computer vision tasks, 
including classification [13], segmentation [14], and 
detection [15]. The use of vision transformers has also 
been cross-pollinated into the medical image field, where 
they are used for image segmentation [16], synthesis [17], 
and disease diagnosis, resulting in SOTA performances. 
For lung cancer imaging applications, the use of vision 

transformers has gained attention for different applica-
tions, including cancer classification, tumor segmenta-
tion, nodule detection, and survival prediction. Much 
new vision transformer-based AI methods for lung can-
cer imaging applications have recently been published by 
researchers.

Our scoping review aims to present a comprehensive 
overview of the recent studies that developed vision 
transformer-based AI methods for lung cancer imag-
ing. While there are a few related reviews in the litera-
ture [18–21]; they differ in their focus and coverage. For 
example, the review in [18] covers the applications of 
vision transformers in medical imaging; however, it is not 
specific to lung cancer imaging applications and covers 
many different medical imaging applications. Similarly, 
the reviews in [19, 20] cover other AI methods for can-
cer imaging but do not include vision transformers, while 
the review in [21] covers AI methods for lung cancer 
applications but covers only pathology imaging and does 
not cover all the imaging modalities. Besides, it does not 
cover the recent developments of vision transformers for 
lung cancer imaging, as the review was published much 
earlier. To the best of our knowledge, no review study 
focuses specifically on the utilization of vision trans-
formers for medical imaging in lung cancer. Therefore, 
our review is the first comprehensive review that focuses 
specifically on the use of vision transformers for medical 
imaging in lung cancer, providing a thorough overview of 
the current state of the field. Table 1 shows the literature 
review comparison.

The primary aim of our scoping review is to synthesize 
scientific literature by answering the following research 
questions, as listed in Fig. 1C.

We are confident that this review will provide a com-
prehensive text on the recent developments in vision 
transformer-based lung cancer imaging applications.

Results
Search results
The search retrieved 314 studies. However, 92 studies 
were duplicates that we removed. We removed 183 stud-
ies according to the exclusion/inclusion criteria in the 
title and abstract screening phase. In the remaining 39 
studies, we removed eight more studies after the full-text 
reading phase, as they did not fulfill the inclusion crite-
ria. We added three additional studies through forward/
backward referencing. Finally, we included 34 unique 
studies [24–57] in the review (also see Appendix 1 for all 

the field of AI and healthcare to advance the state-of-the-art in lung cancer diagnosis and prognosis. We provide an 
interactive dashboard on lung-cancer.onrender.com/.
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Cancer, Medical imaging, Segmentation, Survival prediction, Vision Transformers

http://lung-cancer.onrender.com/


Page 3 of 13Ali et al. BMC Medical Imaging          (2023) 23:129 

the included studies). Figure  1 shows the flowchart for 
the different phases of the study selection and the num-
ber of studies retained in each phase. Readers may access 
an interactive dashboard on lung-cancer.onrender.com/. 
(Loading may take up to 60 s)

Demographics of the included studies
In the included studies, half of the studies (n = 17) were 
journal articles, while 16 studies were published in con-
ference proceedings. Only one study was published as 
a thesis. Most of the studies (n = 28) were published in 
2022, four studies were published in 2021, and only two 
studies were published in 2020. Of the articles published 
in 2022, five studies were published in June, five were 
published in September, and four were published in 
August. Of the four studies published in 2021, no study 
was published in the first eight months. The included 
studies were published by researchers from seven differ-
ent countries (first-author country affiliation). Research-
ers from China published almost two-third (n = 21) of 
the studies, while researchers from the USA published 
approximately one-fourth (n = 8) of the studies. Research-
ers from India, Saudi Arabia, Pakistan, Canada, and 
South Korea published one study each. Figure 2 shows a 

summary of the year-wise, and Fig. 3 shows the country-
wise demographics of the included studies. Table 2 sum-
marizes the demographics of the included studies.

Main tasks addressed in the studies
In the 34 studies included in this review, one-third of 
studies (n = 11) [24–35] performed classification of dif-
ferent types of lung cancers. Nearly half of the studies 
(n = 15) [35, 43, 45–57] used vision transformer-based 
models to predict the growth of tumors or the course 
of cancer. Of these, eight studies [35, 43, 48, 53–57] 
developed vision transformer-based models for survival 
prediction of lung cancer patients. Six studies [36–43] 
addressed the task of segmentation of tumor or lung nod-
ules. One study [44] performed lung nodule detection. 
Few studies performed more than one task. For example, 
one study [35] performed the classification of lung cancer 
types and reported performance for survival prediction 
too. Similarly, one study [42] performed segmentation 
of lungs and detection of nodules, and one study [43] 
reported segmentation of lungs and survival prediction 
of patients. Figure  4 shows a mapping of the different 
tasks addressed in the included studies.

Table 1  Literature comparison with previous review studies
Reference Year Scope and coverage Differences with our review
Transformers in Medi-
cal Image Analysis [18]

August
2022

It focuses on the use of transformers for various medical imaging 
applications.
It is not specific to lung cancer imaging.
It does not cover many recent studies on vision transformers in lung 
cancer imaging.

Our review focuses specifically on the 
use of vision transformers for lung cancer 
imaging.
Our review covers many recent studies 
published in later 2022.

Artificial intelligence 
in lung cancer: cur-
rent applications and 
perspectives [19]

No-
vember 
2022

It focuses on the current state of AI in lung cancer.
It covers traditional machine learning and deep learning methods for 
lung nodule detection and segmentation.
It does not cover vision transformer-based approaches.

Our review focuses specifically on the 
use of vision transformers for lung cancer 
imaging.

Artificial intelligence 
techniques for cancer 
detection in medical 
image processing: A 
review [20]

May 
2021

It focuses on a broad range of AI methods.
It covers many different types of cancer imaging applications.
It is not specific to vision transformers.
It is not specific to lung cancer.
It does not cover many recent studies.

Our review focuses specifically on the use 
of vision transformers for medical imaging 
in lung cancer.
Our review is specific to vision transformers
Our review is specific to lung cancer.
Our review covers recent studies.

Artificial Intelligence in 
Lung Cancer Pathology 
Image Analysis [21]

No-
vember 
2019

It focuses on AI methods for pathology image analysis of lung 
cancer.
It does not cover vision transformers.
It does not cover recent studies.

Our review covers the use of transformers 
for medical imaging in lung cancer.
Our review covers different imaging modal-
ities, including pathology and CT scans.
Our review is specific to vision transformers.
Our review covers recent studies.

Recent advances of 
Transformers in medi-
cal image analysis: A 
comprehensive review 
[22]

March 
2023

It focuses on transformers for various medical imaging applications.
It is not specific to lung cancer imaging and covers many studies on 
COVID-19.
It does not cover many recent studies on vision transformers in lung 
cancer imaging.

Our review focuses specifically on the 
use of vision transformers for lung cancer 
imaging.
Our review covers many recent studies 
published in later 2022.

Machine Learning for 
Lung Cancer Diag-
nosis, Treatment, and 
Prognosis
 [23]

Oc-
tober 
2022

It covers different machine learning and deep learning techniques.
It does not cover any study on vision transformer applications.
It is not specific to imaging modality and covers studies on different 
data modalities for lung cancer.

Our review focuses on vision transformer 
applications in lung cancer imaging.
Our review focuses on imaging data for 
lung cancer.
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Key implementation details
In the included studies, vision transformers were com-
bined with CNNs, UNet, or graph networks. In the 
included studies, seven studies [25, 28, 34, 37, 51, 57] 
combined vision transformers with CNNs, three studies 
[36, 38, 52] used vision transformers in combination with 
UNet model, one study [41] combined both CNN and 
UNet with vision transformer, one study combined vision 
transformer with ResNet model. One study [24] com-
bined the mask R-CNN model with a vision transformer 
to perform segmentation followed by classification. Two 

studies [48, 55] explored the use of graph networks in 
combination with vision transformers. Six studies [24, 28, 
32, 46, 49, 50] used SWIN transformer as their backbone 
transformer architecture.

Almost half of the studies (n = 18) [24, 26–28, 30, 31, 33, 
35–37, 41, 42, 45–49, 53] reported that their implemen-
tation was in Pytorch framework, while one study [25] 
reported the use of TensorFlow and Keras frameworks. 
The remaining studies did not specify the framework 
used.

Fig. 1  (a) Search terms used. (b) The PRISMA-ScR flowchart for the selection of the included studies. (c) Research questions
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Three studies [24, 26, 40] reported the use of a single 
Nvidia RTX 2080Ti GPU that usually comes with 11 GB 
memory, while one study [53] reported the use of four 
Nvidia RTX 2080Ti GPUs with 12 GB memory. Two stud-
ies [25, 36] reported the use of Nvidia P100 GPU, where 
the authors in [25] accessed the GPU via the Kaggle com-
putational platform. Four studies [28, 39, 42, 57] reported 
the use of Nvidia V100 GPUs. Of these, one study [39] 
used four GPUs, one study [42] used two GPUs, and one 
study [57] used a single V100 GPU. Three studies [27, 33, 
37] used a single Nvidia RTX3090 GPU, while one study 
[41] used a combination of two Nvidia RT3090 GPUs. 
Three studies [45, 54, 55] used a single Nvidia GTX 1080 
or 1080Ti GPU with 11 GB memory. One study [47] used 
Nvidia Titan-XP GPU. The largest number of GPUs usage 
was reported by [44], who used 48 Nvidia V100 GPUs. 
The remaining studies did not provide information on 
GPU usage.

Types of data used in the studies
In the included studies, 22 studies reported the publicly 
available use of data, six studies reported experiments 

on privately collected data, and six studies used both 
public and private datasets. In the included studies, 23 
developed models for 2D image data while 11 developed 
models for volumetric data. Nearly two-third (n = 21) of 
the included studies used computed tomography (CT) 
scans of lung, while one-third (n = 11) studies used histo-
pathology or whole slide images of lungs. One study used 
PET, while another used CT and MRI scans. Table 3 sum-
marizes the use of types of data in the included studies. 

Table 2  Demographics of the inlcuded studies
Year Year Month Number of studies

2022 (n = 28) January 1
March 1
April 1
May 1
June 5
July 2
August 4
September 5
October 5
November 2
December 1

2021 (n = 4) September 1
October 2
December 1

2020 (n = 2) January 1
April 1

Countries Country Number of studies
China 21
USA 8
Canada 1
India 1
Saudi Arabia 1
South Korea 1
Pakistan 1

Type of publication Venue Number of studies
Journal 17
Conference 16
Thesis 1

Fig. 3  Country-wise number of publications

 

Fig. 2  Summary of year-wise and month-wise number of publications
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Figure 5 shows the number of studies that used different 
modalities of data. Figure 6 shows the Venn diagram for 
the number of studies using public versus private data.

Datasets used in the studies
In the included studies, six studies [30–32, 40, 44, 52] the 
Lung Imaging Database Consortium (LIDC-IDRI) data-
set, five studies [27, 28, 54–56] used The Cancer Genome 
Atlas (TCGA) datasets, four studies [34, 36–38] used the 
LUNA16 dataset. Table 4 summarizes the datasets used 
in the included studies along with the URL for the pub-
licly available datasets.

Evaluation metrics
The most commonly used evaluation metrics in the 
included studies were accuracy and area under the 
ROC curve (AUC), each reported in 16 studies. Other 
popular metrics were specificity reported in 11 stud-
ies, sensitivity reported in nine studies, dice similarity 
coefficient reported in seven studies, and concordance 
index reported in six studies. Both precision and recall 

Table 3  Model parameter estimates with the entire student 
sample

Used by
Availability 
of dataset

Public data (n = 22) [25–28], [30–32], [34–40], [42, 
44], [51–56]

Private data (n = 6) [24, 29, 33, 41, 46, 49]
Public and private data 
(n = 6)

[43, 45, 47, 48, 50, 57]

Dimension-
ality of data

2D models (2D data) 
(n = 23)

[24], [26–28], [30–32], [34–37], 
[40, 41], [47–50], [52–57]

3D models (volumetric 
data) (n = 11)

[25, 29, 33, 38, 39], [42–46], 
[51]

Modality of 
image data

CT (n = 21) [29, 30, 32, 33, 33, 34], 
[36–42], [44–52]

Histopathology (n = 11) (n = 11) [24–28], [35], [53–57]
PET (n = 1) [43]
CT and MRI (n = 1) [39]

Fig. 4  Different tasks addressed in the included studies. The main tasks included classification of lung cancer types, segmentation of lungs, survival pre-
diction for cancer patients, and prediction of course of the disease
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measures were reported in five studies each. Other met-
rics were the F1 score, mean absolute error, mean abso-
lute error, root mean square error, and Kappa score, each 
reported by one study. Figure 7 summarizes the number 
of studies using different evaluation metrics.

Almost one-third of studies (n = 11) reported splitting 
the data into training, validation, and test sets, while five 
reported splitting the data into training and test sets only. 
Similarly, eight studies used a 5-fold cross-validation 
scheme, while six used a 10-fold cross-validation scheme 
to evaluate the performance of their methods.

In the included studies, only nine studies [26–28, 35, 
37] provided a GitHub link for the implementation code.

Data preprocessing
In the included studies, only 19 out of 34 provided some 
information on the data preprocessing. Of these, ten 

studies [26, 28, 30–32, 44–46, 56, 57] reported that they 
have done patch extraction. The patches are extracted 
with fixed sizes such as 96 × 96 × 96 volumetric CT 
patches in [44] or 32 × 32 patches from 2D images in 
[30]. These patches are usually extracted with fixed sizes 
to help in reducing computational overload and load 
the samples in the memory. Six studies [25, 29, 32, 34, 
37, 48] reported that they resized or reshaped the input 
image data into fixed dimensions such as 128 × 128 pixels 
in [25] or resized in the spatial domain such as 1 mm × 
1 mm × 1 mm in [34] or 64 mm×64 mm×36 mm in [48]. 
Three studies [31, 38, 42] reported that they applied nor-
malization to the data, for example, by transforming the 
values in the [0, 1] range. Five studies [30, 33, 34, 36, 38] 
reported different image augmentation techniques such 
as random rotation, random flipping, random affine, 
random shearing, zooming, horizontal and vertical flip-
ping, and shifting, applied to the data before using the 
data for model training. In 15 studies [24, 27, 35, 39–
41, 43, 47, 49–55], no details are provided on the data 
preprocessing.

Deep learning approaches such as unsupervised and 
self-supervised learning eliminate the need for man-
ual feature engineering and feature selection. So, the 
included studies do not mention feature selection meth-
ods as they extract features using deep learning.

Discussion
Principle results
This study provides an overview of recent literature on 
the utilization of vision transformer-based artificial intel-
ligence models for enhancing the diagnosis, prognosis, 
and classification of lung cancer. In the review, we did 
not find any studies before 2020. This is not surprising 
as vision transformers were proposed in 2017, and their 
use in medical imaging has recently gained popularity. 
Most of these studies were published in 2022, reflecting 
the growing interest in developing vision transformer-
based approaches for lung cancer applications. However, 
the diversity of authors was limited, as researchers from 
China or the United States authored 85% of the studies.

The popularity of vision transformers for classification 
tasks has driven a majority of the studies reviewed in 
this work to employ them for classifying different types 
of lung cancers. The classification tasks included separat-
ing lung squamous cell carcinoma from lung adenocar-
cinoma, identifying benign versus malignant pulmonary 
nodules, and determining the invasiveness of lung adeno-
carcinomas. The studies also used vision transformers 
to predict lung cancer’s severity or growth, thus aiding 
in survival predictions for patients. Some of the studies 
were limited to segmenting lung nodules.

Vision transformers effectively capture the long-range 
context in the input data, while CNNs tend to excel in 

Fig. 6  Venn diagrams showing the contribution of public versus private 
datasets used in the included studies

 

Fig. 5  Different data modalities used in the included studies
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capturing short-range dependencies. This is why many 
studies reviewed in this work combined vision transform-
ers and CNNs, either through cascade or parallel connec-
tions or by incorporating vision transformer attention 
mechanisms into CNNs. Researchers integrated vision 
transformers with UNet or Mask R-CNN models for seg-
mentation tasks. Due to its inherent benefits, the SWIN 

transformer was frequently used as the backbone archi-
tecture for lung cancer imaging applications. The most 
popular framework for implementing vision transformer-
based models in the studies was Pytorch, with all but one 
study (that used Tensorflow and Keras) reporting the use 
of Pytorch as the implementation framework.

Table 4  Datasets used in the included studies
Dataset name URL Used by
LC25000 https://github.com/tampapath/lung_colon_image_set [24]
National Lung Screening Trial (NLST) https://www.cancer.gov/types/lung/research/nlst [26, 47, 50]
Non-small cell lung cancer (NSCLC) https://www.cancer.gov/about-nci/organization/ccg/research/

structural-genomics/tcga/studied-cancers/lung-adenocarcinoma
[27, 48]

Lung Squamous Cell Carcinoma (TCGA-LUSC) https://wiki.cancerimagingarchive.net/pages/viewpage.
action?pageId=16056484

[44, 54, 55]

Lung Adenocarcinoma (TCGA-LUAD) https://www.cancerimagingarchive.net/collections/tcga-luad/ [28, 53, 56]
Lung Imaging Database Consortium (LIDC-IDRI) https://wiki.cancerimagingarchive.net/pages/viewpage.

action?pageId=1966254
[30–32], [40, 44, 52]

LUNA16 https://luna16.grand-challenge.org/Data/ [34, 36, 37, 44]
Tianchi Lung Nodule Detection dataset https://tianchi.aliyun.com/competition/entrance/231601/introduction [34]
Cbioportal https://www.cbioportal.org/ [35]
Medical Segmentation Decathlon http://medicaldecathlon.com/ [42]
LUNG1 https://wiki.cancerimagingarchive.net/display/Public/NSCLC-Radiomics [43]
LUNGx https://wiki.cancerimagingarchive.net/display/Public/

SPIE-AAPM+Lung+CT+Challenge
[44]

NSCLC Radiogenomics https://wiki.cancerimagingarchive.net/display/Public/
NSCLC+Radiogenomics

[27, 39, 48]

NLSTt (derived from NLST) https://github.com/liaw05/STMixer [51]
Shanghai pulmonary hospital Private [33, 48]
Huadong Hospital dataset Private [45]
West China Hospital of Sichuan University Private [46]
Shanxi Provincial People’s Hospital Private [47, 50]
CHCAMS Private [57]

Fig. 7  Evaluation metrics used in the included studies. DSC: dice similarity coefficient. MAE: mean absolute error. RMSE: root mean square error
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Vision transformer-based models, in general, are com-
putationally demanding. The computational demands of 
vision transformer models were addressed in the studies, 
with some utilizing multiple GPUs and one using a clus-
ter of 48 GPUs, while others demonstrated that imple-
mentation on a single GPU was feasible.

Since the most commonly addressed task was the clas-
sification of lung cancers; hence, the studies reported 
accuracy and area under the ROC curve. The concor-
dance index was a common evaluation metric for stud-
ies that reported survival prediction. In machine learning 
models, it is common to split the data in training, vali-
dation, and test sets (or training and test sets); however, 
some studies did not specify the evaluation mechanism 
and data split.

Practical and research implications
In developing AI models based on vision transform-
ers, the availability of public datasets plays a crucial 
role. More than two-thirds of the studies utilized pub-
licly available datasets for lung cancer imaging analysis. 
To encourage further growth in this field, it is impera-
tive to have a rich resource of large-scale public datasets 
for lung cancer. In our review, the most commonly used 
imaging modality for lung cancer analysis was CT scans, 
followed by histopathology images. The use of PET and 
MRI was found to be less common. The Lung Imaging 
Database Consortium (LIDC) and The Cancer Genome 
Atlas (TCGA) offer extensive datasets for lung cancer 
(and other cancers) for researchers to utilize.

Despite the promising outcomes of vision transformer-
based AI methods in analyzing lung cancer, they have 
limitations, such as the reliance on a significant amount 
of computational resources, including clusters of numer-
ous GPUs, which may not be accessible to many research 
laboratories. Moreover, their practical implementa-
tion in a clinical setting remains unverified. Hence, 
there is a pressing need to advance toward developing 
computationally efficient training methods for vision 
transformers. The analyzed studies failed to furnish a 
comprehensive understanding of the interpretability of 
vision transformer-based models. This information is 
critical in applications such as predicting the survival of 
lung cancer patients, as it provides a deeper insight into 
the progression of the disease and the related risk fac-
tors. Additionally, the majority of studies (73%) did not 
provide access to their implementation code, hindering 
the ability of other researchers to reproduce the results or 
build upon the vision transformer-based models for lung 
cancer analysis. The absence of such links further reduces 
the reproducibility of the reported studies.

In our review, studies from China and USA domi-
nated the literature where the healthcare tools are 
advanced, and thus, the new techniques can, in general, 

be integrated with less effort. However, there is a lack of 
studies from developing countries. However, there is a 
scarcity of studies from developing countries. It is antici-
pated that increased contributions from these countries 
would aid in addressing the challenges of lung cancer in 
underdeveloped economies, where the disease is more 
prevalent due to socio-economic reasons.

The included studies greatly varied in how they 
reported the different datasets’ usage or the number of 
images for training, validation, or test sets. For example, 
many studies reported the values of accuracy, sensitiv-
ity, specificity, or AUC, the number of samples in the test 
set varied between them, or the cross-validation strat-
egy differed (or was even absent) in some of the studies. 
Accordingly, this review does not provide a quantitative 
summary of the results reported in the included studies 
for two reasons. First, the review aimed to identify the 
recent AI methods that used vision transformers for lung 
cancer imaging applications. Second, the review included 
many studies that vary in how they report quantitative 
metrics for the outcomes or how they organize their data; 
hence, establishing a direct summarization of the results 
is not practical. We believe that future systematic reviews 
should also cover the clinical relevance of the methods 
for lung cancer applications. This review did not find any 
implementation of vision transformers-based methods 
for mobile devices. Mobile devices will carry a significant 
role in transforming cancer care, and porting of highly 
accurate and effective strategies for cancer diagnosis and 
classification to mobile devices will open new dimensions 
in future digital healthcare by facilitating ease of use 
and accessibility. The included studies were inconsistent 
in reporting the training time required for the model. 
For example, the reviewers could not find this informa-
tion in most of the studies or did not compare how the 
models would behave on different hardware and whether 
the training/inference time would see a major reduc-
tion. It is expected that providing web-based demos for 
the proposed models, in general, will increase the inter-
est of doctors, physicians, and students in exploring the 
potential of vision transformers for lung cancer appli-
cations. However, this review did not find web-based 
platforms that used vision transformers for lung cancer 
applications.

Strengths and limitations
Strengths
With the recent popularity of vision transformer-based 
AI methods in medical imaging, there has been a grow-
ing interest in reviews on the topic [18, 58, 59, 22, 23]. 
However, we did not find any previous review on 
vision transformers for lung cancer imaging. This is the 
first review covering the classification, diagnosis, and 
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prognosis applications of vision transformers for lung 
cancer imaging.

In this review, we have summarized the key vision 
transformer-based methods for lung cancer applications 
that will help the readers and the researchers to iden-
tify the potential opportunities and related challenges in 
developing advanced methods for lung cancer analysis. 
In the review, we followed the guidelines of the PRISMA-
ScR [60]. We included the most relevant studies from 
popular scientific databases that cover technical and 
healthcare literature. We overcame bias in study selec-
tion by adapting an independent selection mechanism 
of studies by two reviewers that a third reviewer vali-
dated. We identified the key areas and gaps in the vision 
transformer-based methods to which researchers may 
contribute. To the best of our knowledge, this is the first 
comprehensive review that explores the role of vision 
transformers in improving lung cancer classification and 
prognosis. Furthermore, it covers the most recent stud-
ies reported by the researchers. Hence, this review will be 
beneficial for researchers and practitioners interested in 
the transformation of digital healthcare, in general, and 
lung cancer, in particular.

Limitations
Since this review covered imaging-based applications 
only, clinical factors and living habits of lung cancer 
patients were not covered in the included studies, which 
would otherwise provide key information in the course 
of the disease. We did not evaluate the code as this was 
beyond the scope of this review. Since the included stud-
ies varied in terms of the datasets, or the number of sam-
ples/patients used, it was impossible to establish a direct 
comparison of their performances on the classification 
or prognosis of lung cancer. This review does not pro-
vide a discussion on the training delays due to two rea-
sons. Firstly, such information was not provided in the 
included studies. Secondly, different research groups may 
vary greatly in their access to computational resources 
and GPUs. We understand that the interest in using and 
developing newer architectures of vision transformer-
based AI methods for lung cancer imaging is growing 
rapidly. Hence, we cannot rule out the possibility that 
several other studies may come out while this work is 
being drafted, despite our best efforts to include the most 
recent studies until December 2022. This review covers 
studies published in English, so, relevant studies in other 
languages (if any) are not included.

Methods
In the review, we followed the PRISMA-ScR (Preferred 
Reporting Items for Systematic Reviews and Meta-Analy-
ses) [60] guidelines to perform the study search and syn-
thesis of the data.

Search strategy
An extensive search of scientific databases, includ-
ing PubMed, Scopus, IEEE Xplore, Google Scholar, and 
MEDLINE (via PubMed), was conducted to identify 
the relevant studies. The study search was performed 
on December 21, 2022. Reference list checking was also 
performed for additional relevant studies. Only the first 
150 relevant studies from Google Scholar were consid-
ered for the review, as search results beyond this number 
rapidly lost relevance and were not pertinent to the scop-
ing review topic. The search terms were defined through 
consultation with domain experts and on the basis of 
the previous literature. The search terms included terms 
based on the target anatomy (e.g., lung cancer) and the 
intervention (e.g., transformers). The detailed search 
strings used in the study can be found in Appendix 2.

Search eligibility criteria
In this scoping review, we focused on exploring the recent 
advancements and applications of vision transformers in 
lung cancer medical imaging. We analyzed studies pub-
lished until December 2022 in English that involved the 
utilization of vision transformers for various purposes 
related to lung cancer imaging, such as classification 
of lung cancer types, prediction of the cancer growth, 
detection of nodule, survival prediction of lung cancer 
patients, and segmentation of lungs. Studies that used 
any medical imaging modality such as MRI, CT, X-ray, 
and histopathology images were considered. Only origi-
nal research published in peer-reviewed journals, confer-
ence proceedings, or book chapters was considered.

Studies that did not use vision transformers specifically 
but utilized other deep learning methods, such as CNNs 
and Generative Adversarial Networks (GANs), were 
excluded from the review. Additionally, studies that used 
transformers for non-imaging data, such as text data and 
electronic health records (EHRs), were excluded. More-
over, studies that used transformers for cancers other 
than lung cancer were also excluded. Studies identified 
as non-English text, review articles, preprints, editori-
als, proposals, conference abstracts, commentaries, and 
editor letters were also excluded. No restrictions were in 
place on the country of publications, the models’ com-
plexity, the reported methods’ performance, and the 
modality of imaging data.

Study selection and data extraction
We used the Rayyan web-based review management 
tool [61] to conduct the initial screening and study selec-
tion process. One reviewer (H.A.) performed the litera-
ture search. After eliminating duplicates, two reviewers 
(F.M.) and (H.A.) independently screened the titles 
and abstracts of the studies to identify eligible studies. 
The studies that successfully passed the initial title and 
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abstract screening were selected for the full-text screen-
ing phase. Any disagreements during the process were 
resolved through discussion and through validation by 
a third reviewer (Z.S.). An evidence form was created 
and tested on three studies to establish a systematic and 
precise data extraction process (also see Appendix 3). 
Data extracted from the studies included the titles, first 
author’s name, publication date and venue, the coun-
try of the first author’s institution, the study application, 
the imaging type, the transformer type, the data source 
(public or private), data size, the validation methods, and 
the evaluation metrics. Additionally, information regard-
ing the required hardware resources was also extracted. 
Moreover, the studies’ challenges and suggested solutions 
were extracted, along with the challenges encountered 
and proposed solutions in the studies. Two reviewers 
(F.M. and H.Z.) conducted the data extraction, and any 
discrepancies were resolved through discussions and 
mutual consensus.

Data synthesis
We followed a narrative approach to synthesize the data 
extracted from the included studies. We categorized the 
data in terms of the specific tasks addressed in them, 
such as classification of lung cancer type, prediction of 
the course of cancer, survival prediction of the cancer 
patients, and segmentation of lungs. Based on the models 
developed in the included studies, we categorized them 
into those using 3D models and those using 2D models. 
We also cataloged the studies based on the use of pub-
lic versus privately developed datasets, the method of 
validation of the results, and the reproducibility of the 
results.

Conclusion
In this work, we undertook a scoping review of 34 stud-
ies investigating the development and implementa-
tion of AI methods in lung cancer imaging, specifically 
using vision transformer models. Our review work indi-
cates that vision transformer-based methods have been 
developed for the classification of lung cancer types and 
survival prediction of lung patients. Most reported meth-
ods have achieved performance propelling forward the 
field of AI for lung cancer imaging. The included stud-
ies evaluated the performance in terms of accuracy, the 
area under the ROC curve, and the concordance index. 
Additionally, we cataloged publicly available datasets for 
lung cancer imaging. Despite these advancements, we 
also identified areas for improvement, such as reduc-
ing model complexity, bridging the gap between clinical 
practice and vision transformer-based AI methods, and 
increasing geographical diversity in published studies. 

Moreover, there is an urgent need to develop explainable 
vision transformer models for lung cancer imaging, as 
this will enhance the trust and acceptance of these meth-
ods among all stakeholders. We anticipate that our find-
ings will provide a valuable reference text for researchers 
and students in the interdisciplinary fields of medical 
AI and cancer imaging. Vision transformers struggle to 
generalize well when data is limited. To improve vision 
transformers’ generalization for lung cancer imaging, we 
advocate for the acquisition of larger and more diverse 
datasets of lung images with different modalities. While 
combining vision transformers with CNNs is common, a 
simple cascade arrangement might not effectively capture 
local and global features crucial for lung nodule detection 
and classification. Moreover, the parallel use of vision 
transformers and CNNs necessitates carefully filtering 
redundant information to overcome computational over-
head. Future research must focus on developing pipe-
lines that optimize the complementary performance of 
these architectures. Likewise, multimodal AI techniques 
have been proven effective in healthcare data; thus, 
vision transformers-based pipelines should be explored 
for processing lung cancer imaging data of multiple 
modalities, such as CT and PET. Lung nodules and large 
tumors are usually available in only few of the samples. 
So, data imbalance remains a challenge as most publicly 
available datasets come with a smaller number of large 
tumors. Thus, multi-institutional and multi-center col-
laborative efforts are needed to ensure large and diverse 
data of lung cancer that can help in better model gener-
alization. Furthermore, research efforts should prioritize 
addressing the explainability and interpretability of vision 
transformers’ performance in identifying tumor-related 
imaging components or discerning significant features 
influencing the model’s prognosis behavior. Consider-
ing the resource-intensive nature of transformer archi-
tectures, we urge the development of resource-efficient 
implementation methods for vision transformers-based 
approaches. By doing so, we can advance toward clinical 
translation and real-time integration of vision transform-
ers-based methods in lung cancer care.
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